The use of individual identification from DNA to produce mark–recapture estimates of grizzly bear population size has been used in Canada (Woods et al., Mowat and Strobeck 2000, Poole et al. 2001) and recently the United States (K. Kendall, U.S. Geological Survey, West Glacier, Montana, USA, personal communication, 2001). This technique shows promise in providing previously unobtainable estimates. However, there has been little study of sampling issues and optimal study design to achieve adequate bias and precision of estimates.  

There are 3 principal concerns when applying mark–recapture methods to grizzly bear populations. First, widespread movements of grizzly bears relative to most sampling areas usually violates the assumption of population closure, and, therefore, naive population estimates correspond to the superpopulation (N* in the immigration–emigration estimator of White [1996]) in the grid and surrounding area (Miller et al. 1997, Kendall 1999). The desired result is rarely the superpopulation but usually the average number of bears on the sampling area or bear density (Miller et al. 1997). Second, bears apparently exhibit heterogeneous capture probability by age and sex classes (Woods et al. 1999) and other factors (Boulanger and McLellan 2001). Finally, obtaining adequate sample sizes and recapture rates to achieve adequate precision can be difficult with typical bear densities.  

The main impact of heterogeneous capture probabilities is a negative bias in both population estimates and associated variances in models not robust to heterogeneity variation, leading to biased but apparently precise estimates, which can give a false sense of security when interpreting population estimates (White et al. 1982). To confront heterogeneity variation with sparse data, more complex mark–recapture models can be used, such as the $M_1$ Chao (Chao 1989) heterogeneity estimator (which is theoretically robust to heterogeneity variation when data are sparse) in program CAPTURE (Otis et al. 1978, Rexstad and Burnham 1990). However, these models usually require large sample sizes to obtain precise population estimates (Otis et al. 1978, Chao 1989). Recently, likelihood-based heterogeneity estimators (Norris and Pollock 1996, Pledger and Efford 1998, Pledger 2000)
have become available that may be more efficient than the CAPTURE heterogeneity estimators, and, therefore, may provide more precise population estimates.

The fundamental challenge when estimating grizzly bear populations with DNA-based mark–recapture methods is designing studies to simultaneously minimize closure violation and minimize capture probability variation while obtaining adequate sample sizes. Since 1996, 11 DNA mark–recapture projects have been attempted in British Columbia, Canada, to estimate population size. These projects have used a variety of sampling designs to meet design objectives and budget limitations. We compare these studies in terms of closure violation, capture probability variation, and ultimate precision and bias of estimates. In addition, we apply the $M_0$ models of Norris and Pollock (1996), Pledger and Efford (1998), and Pledger (2000) and evaluate relative gains in precision compared to the Chao $M_0$ models. We also comment on the most appropriate implementation of DNA methodology, in light of the results of the study presented in this report and other similar studies.

METHODS

DNA Mark–Recapture Project Methods and Study Designs

The DNA mark–recapture method attracts grizzly bears to a lure, such as rancid meat, which is usually hung between 2 trees out of the reach of bears. A single-stranded barbed wire corral around the lure snags the hair of approaching bears. Usually 1 hair snag is placed in a cell of a specified area (e.g., 8 x 8 km). Many contiguous cells make up a sampling grid. The hair snags in the entire DNA grid are repeatedly sampled for 4–5 sessions. Hair from each session is used to identify individual bears and record capture and recapture data that are analyzed with statistical models for population estimates (Woods et al. 1999, Mowat and Strobeck 2000, Poole et al. 2001).

A variety of grid and cell areas and design strategies were used in projects in British Columbia. Grid areas ranged from 1650 (25-km$^2$ cell area) to 8527 km$^2$ (81 km$^2$ cell area; Table 1). For the smaller 25-km$^2$ cells, hair snags (the lure and barbed wire) were not moved between sessions. For larger cell areas (>25 km$^2$), hair snags were moved for each session in an attempt to evenly sample cells. When hair snags were moved among sessions, the cumulative sampling coverage of a cell was determined by both cell area and number of sessions. For example, the cumulative spatial hair snag coverage of the Upper Columbia River 1996 project (64-km$^2$ cell area/4 sessions = 1 hair snag per 16 km$^2$) and the Prophet project (81-km$^2$ cell area/5 sessions = 1 hair snag per 16.2 km$^2$) are similar despite different cell areas. There was a close relationship between cell area and grid area due to the logistical and financial constraints of DNA sampling that limited the number of hair snags (Fig. 1).

Of the 11 projects implemented in British Columbia (BC), 7 are used in this analysis (Table 1). The other 4 projects had inadequate sample designs or field implementation, or used designs that made a meta-analysis comparison problematic. More information about field sampling methods for DNA mark–recapture and other bio-

![Fig 1. The relationship between grid area and cell area for DNA mark–recapture projects in British Columbia, Canada, 1996–98.](image)

<table>
<thead>
<tr>
<th>Project</th>
<th>Year</th>
<th>Number of cells</th>
<th>Cell area (km$^2$)</th>
<th>Sessions sampled</th>
<th>Snags moved?</th>
<th>DNA grid area (km$^2$)</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Jumbo</td>
<td>1998</td>
<td>66</td>
<td>25</td>
<td>4</td>
<td>No</td>
<td>1650</td>
<td>(Strom et al. 1999)</td>
</tr>
<tr>
<td>U. Columbia$^a$</td>
<td>1997</td>
<td>76</td>
<td>25</td>
<td>5</td>
<td>No</td>
<td>1900</td>
<td>(Boulanger 2001)</td>
</tr>
<tr>
<td>U. Columbia</td>
<td>1998</td>
<td>94</td>
<td>25</td>
<td>5</td>
<td>No</td>
<td>2350</td>
<td>(Boulanger 2001)</td>
</tr>
<tr>
<td>Kingcome</td>
<td>1997</td>
<td>49</td>
<td>49</td>
<td>5</td>
<td>Yes</td>
<td>2401</td>
<td>(Boulanger and Himmer 2000)</td>
</tr>
<tr>
<td>U. Columbia</td>
<td>1996</td>
<td>64</td>
<td>64</td>
<td>4</td>
<td>Yes</td>
<td>4096</td>
<td>(Boulanger 2001)</td>
</tr>
<tr>
<td>Granby Kettle</td>
<td>1997</td>
<td>70</td>
<td>64</td>
<td>5</td>
<td>Yes</td>
<td>4480</td>
<td>(Boulanger 2000)</td>
</tr>
<tr>
<td>Prophet</td>
<td>1998</td>
<td>103</td>
<td>81</td>
<td>5</td>
<td>Yes</td>
<td>8527</td>
<td>(Poole et al. 2001)</td>
</tr>
</tbody>
</table>

$^a$ Upper Columbia River Bear Research Project (formerly West Slopes Project).
logical findings of studies can be found in Woods et al. (1999), Mowat and Strobeck (2000), and Poole et al. (2001).

Genetic Analysis

Hair samples were analyzed by the Wildlife Genetics International Lab, the University of Alberta in Edmonton, or both. Standard procedures (Paetkau and Strobeck 1994, Paetkau et al. 1995, Woods et al. 1999) were used to identify individual bears from hair samples. An equation described in Woods et al. (1999) was used to estimate the conditional probability that a given individual shared the same genotype as a sibling ($P_{sib}$). Matches were accepted when $P_{sib}$ was <0.05. Sex of bears was initially determined using the SRY-ZFX/ZFY system as described in Woods et al. (1999) and Taberlet et al. (1993). In 1998, projects switched to the Amelogenin system to determine sex (Ennis and Gallagher 1994). An assumption of this analysis is that the genetic identification of individuals is error-free. The sources of error related to our genetic data fall into 2 categories. First, errors in genotyping, scoring, and amplification (PCR) tend to create false individuals and thus positively bias estimates. Second, 2 individuals could have identical genotypes. They would erroneously be considered 1 individual, which would negatively bias estimates (termed the shadow effect by Mills et al. [2000]). To deal with false individuals, all highly similar genotypes, single mismatches, and genotypes represented by only 1 sample were evaluated for scoring errors by reviewing original gels and amplification errors (i.e., allelic dropout or nonspecific bands on gel misinterpreted as alleles; Gagneux et al. 1997, Goosens et al. 1998, Taberlet et al. 1996, Taberlet et al. 1999), followed by reamplification (PCR) and electrophoresis. Each project's single-mismatch rate was compared against a set of genotypes from a population of bears that were genotyped from tissue, and thus had a low amplification error rate, and were captured and handled by researchers so the number of individuals was known. The reduction of biases in population estimates through error checking or filtering procedures such as employed in this study has been studied extensively by D. Roon (University of Idaho, Moscow, Idaho, USA, personal communication, 2001), who found that bias could be substantially reduced to acceptable levels if proper error checking procedures were used.

To deal with shadow effects, we used a threshold of 0.05 probability that any individual's genotype might match a full sibling ($P_{sib}$; Woods et al. 1999). Individuals with a genotype that had a $P_{sib}$ > 0.05 were removed from the analysis. The total probability of a match with other individuals within a population is difficult to calculate. The proportion of various relatives in a population is never known, given that it would be necessary to obtain the weighted sum of probabilities of all potential relationships in the population. We therefore turned to an empirical example to see how common it would be for 2 individuals to have matching genotypes. D. Paetkau (Wildlife Genetics International, Nelson, BC, Canada) used 2 populations (of 134 and 119 individuals) of grizzly bears where relationships were ascertained over many years and microsatellite genotypes were determined. From these 2 populations, the rate of 2 individuals matching at the same 6 loci we used was 1 in 16,000 pairs of individuals compared. Furthermore, siblings were the predominant source of paired genotypes that mismatched by only 1 allele. We concluded that the rate of 2 individuals matching was most likely to occur with a full sibling (thus the $P_{sib}$ criteria) and was diminishingly low as a bias in population estimation.

Comparison of Study Designs

Closure Violation and Recapture Rates.—The Pradel (1996) model as incorporated in program MARK (White and Burnham 1999), which estimates apparent survival ($\phi$), recruitment ($f$), and recapture probability ($p$), was used to investigate the tradeoff between cell area and grid area in terms of recapture rates and violation of grid closure. We assumed that the population of bears was demographically closed for this analysis. The duration of sampling was approximately 2 months, and because bear mortality rates are low (McLellan et al. 1999), this assumption was reasonable. Apparent survival equaled true survival ($S$; due to mortality) times the fidelity of bears ($F$) to the sampling grid ($\phi = SF$). Because the population was demographically closed, we assumed that true survival equaled 1 ($S = 1$) and therefore relative changes in $F$ reflected bear fidelity to the sampling grid rather than actual mortalities (i.e., $\phi = F$). The Pradel recruitment rate estimates the number of new individuals in the population at time $j + 1$ per individual at time $j$. Because there were no births during sampling, $f$ measures recruitment in the form of immigration onto the sampling grid or the rate of additions of bears into the sampling grid. Here, $f$ is a rate and not an absolute measure of additions, such as the birth rate estimator ($B$) of the Jolly-Seber model (Seber 1982; i.e., $f = B/N$). Both fidelity ($F$) and recruitment rate ($f$) are measures of movement that pertain to 1 exit or entry from the grid per sampling session and are less sensitive to temporary movement across grid boundaries and only describe 1 component of closure violation. Therefore, this test should be considered an approximation of grid permeability to closure; if fidelity is low and additions high, then there are likely also high levels of temporary movement from the grid. Models were constrained to estimate fidelity, recapture rate, and rates of addition as a function.
of sex, grid area, cell area, and whether hair snags were moved between sessions. A priori, we suspected differences in estimates of \( F \) (lower for males) and \( f \) (greater for males) because of larger home range sizes of males (McLellan 1989). Further, with increasing grid area, the ratio of edge to area becomes smaller, so we expected that increasing grid area would result in higher \( F \) and lower \( f \) values. Decreasing cell area of the sampling grid should positively affect \( p \) by increasing trap encounter rate. Covariates were standardized by mean and standard deviation and entered into MARK design matrices to formulate models. A logit link was used for the analysis.

The fit of models was evaluated using the Akaike information criterion (AIC) index of model fit. The model with the lowest AICc score was considered the most parsimonious, thus minimizing estimate bias and optimizing precision (Burnham and Anderson 1998). Change in AICc (\( \Delta \text{AIC}_c \)) values was also used to evaluate the fit of models when AICc scores were close. In general, any model with a \( \Delta \text{AIC}_c \) score of <2 was worthy of consideration. AICc weights (abbreviated as \( w_i \)) were calculated to determine the proportional support for each of the candidate models. Parameter estimates were averaged (termed model averaging) based on their support by the data (as indexed by AICc weights) to further account for model selection uncertainty (Burnham and Anderson 1998).

An assumption of the Pradel analysis was that capture, survival, and movements are independent. In addition, it is assumed that all individuals within a group have similar apparent survival rates and similar values of other model parameters. If individuals are not independent, the multinomial variances from the models become inflated or overdispersed, which causes underestimation of parameter variances and overfitting of models. Various goodness-of-fit tests are available to test and estimate the degree of overdispersion in the data set. Because lack of fit in the Pradel models can only be assessed for the recapture portion of the encounter history, the goodness-of-fit test in Program RELEASE (Burnham et al. 1987) was used to assess goodness-of-fit. As suggested by White et al. (2002), we also used a bootstrap goodness-of-fit test for the Cormack-Jolly-Seber (Seber 1982) model to estimate overdispersion for the Pradel model under the assumption that lack of fit was due to recaptures of previously marked animals. If overdispersion was detected (as indicated by \( c^+ > 1 \)), we used QAICc instead of AICc model selection criterion to select optimal models (Burnham and Anderson 1998, White et al. 2002).

Genetic tests to determine sex failed on a small segment of each project data set and these bears were excluded from the analysis (Table 2). Only the first 4 sessions of each project were considered in the Pradel analysis. This was to accommodate projects that had 4 sessions and to circumvent decreasing capture probabilities (time variation) that occurred on the fifth session of many of the mark-recapture projects. Time-specific parameterization was not considered because the average fidelity and rates of addition were of interest, and therefore a time-specific formulation complicated comparisons.

**Sample Sizes to Detect Capture Probability Variation.**—Studies were compared based on sample size (marked bears and capture probabilities) criteria defined by simulation studies, to determine if the studies had high enough sample sizes to detect likely forms of capture probability variation. White et al. (1982) recommended capture probabilities >0.3 for populations <100 and >0.2 for populations of 100–200 for adequate power to detect capture probability variation with program CAPTURE. Simulation studies based on the likely heterogeneity bias with bear populations further verified that power to detect heterogeneity and other forms of capture probability variation is low using the program CAPTURE model selection routine (\( M_x \) vs. \( M_\text{x test} \)) when capture probabilities are <0.2 and population size is <200 (Boulanger 2001).

### Table 2. Summary statistics and program CAPTURE estimates for DNA mark-recapture projects conducted in British Columbia, Canada, 1996–98.

<table>
<thead>
<tr>
<th>Project</th>
<th>Bears identified (( M_{na} ))</th>
<th>Model</th>
<th>( \hat{N} )</th>
<th>SE</th>
<th>CV</th>
<th>( \hat{p} )</th>
<th>Coverage(^b)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Jumbo</td>
<td>18</td>
<td>( M_2 ) (Chao)</td>
<td>45</td>
<td>7.1</td>
<td>15.9%</td>
<td>0.26</td>
<td>73.3%</td>
</tr>
<tr>
<td>U. Columbia 97</td>
<td>23</td>
<td>( M_2 ) (Chao)</td>
<td>55</td>
<td>9.5</td>
<td>17.3%</td>
<td>0.20</td>
<td>72.7%</td>
</tr>
<tr>
<td>U. Columbia 98</td>
<td>13</td>
<td>( M_2 ) (Chao)</td>
<td>92</td>
<td>29.8</td>
<td>32.4%</td>
<td>0.12</td>
<td>43.5%</td>
</tr>
<tr>
<td>Kingcome</td>
<td>16</td>
<td>( M_2 ) (Chao)</td>
<td>102</td>
<td>20.7</td>
<td>20.3%</td>
<td>0.20</td>
<td>56.9%</td>
</tr>
<tr>
<td>U. Columbia 96</td>
<td>25</td>
<td>( M_2 ) (Chao)</td>
<td>108</td>
<td>23.8</td>
<td>22.0%</td>
<td>0.16</td>
<td>50.0%</td>
</tr>
<tr>
<td>Granby Kettle</td>
<td>12</td>
<td>( M_2 ) (Chao)</td>
<td>66</td>
<td>16.4</td>
<td>25.7%</td>
<td>0.13</td>
<td>47.8%</td>
</tr>
<tr>
<td>Prophet</td>
<td>46</td>
<td>( M_2 ) (Chao)</td>
<td>166</td>
<td>26.2</td>
<td>15.9%</td>
<td>0.17</td>
<td>59.0%</td>
</tr>
</tbody>
</table>

\(^a\) Unknown sex due to genetic sex test failure.

\(^b\) Percent of the estimated superpopulation sampled (\( M_{na} / \hat{N} \))
Analysis of Heterogeneity Variation and Its Effect on Population Estimates

The newer \( M_n \) mixture models of Norris and Pollock (1996), Pledger and Efford (1998) and Pledger (2000) were applied to the data, and these results were compared with the CAPTURE models. CAPTURE models were selected based on probable heterogeneity of bear capture rates, results of the CAPTURE model selection tests, and post hoc simulation tests performed on each of the data sets. The Chao \( M_f \) and \( M_r \) estimators were chosen over the \( M_h \) (jackknife) and \( M_l \) (Darroch) estimators due to reduced performance of these estimators with sparse data (Otis et al. 1978, Chao 1988, Chao 1989, Chao and Jeng 1992, Rosenberg et al. 1995).

\( M_f \) mixture models use a mixture of \( \geq 2 \) capture probabilities to model heterogeneity of a single capture probability. This allows bimodal or multimodal distributions that may arise from heterogeneity of capture probabilities to be modeled. For example, the overall capture probability for an encounter history where a mixture of 3 distributions is used is

\[
\sum_{i=1}^{3} \pi_i \theta_i^t (1 - \theta_i)^{(1-t)}
\]

where \( v \) equals the number of captures of the animal for \( t \) occasions, \( \pi_i \) is the probability the animal has capture probability \( \theta_i \), with the sum of the \( \pi_i \) forced to equal 1. Thus, for \( A = 2 \), \( \pi_i = 1 - \pi_j \). From Carothers (1973) the mean capture probability \( \langle \theta \rangle \) (based on 2 mixture distributions) and coefficient of variation for the mean capture probability \( \text{CV}(\langle \theta \rangle) \) were estimated as

\[
\langle \theta \rangle = \pi_1 \theta_1 + (1 - \pi_1) \theta_2
\]

and

\[
\text{CV}(\langle \theta \rangle) = \frac{\sqrt{\pi_1(1 - \pi_1)}}{\langle \theta \rangle} \cdot \text{CV}(\theta_1, \theta_2)
\]

The coefficient of variation of \( \langle \theta \rangle \) was used as an index of heterogeneity variation. A higher CV \( \langle \theta \rangle \) would indicate a greater degree of dispersion in capture probabilities, suggesting a higher degree of heterogeneity variation.

Both 4- and 5-session data sets were used in the analysis. Capture probability parameters for the fifth session of 4-session data sets were fixed at 0 to reflect lack of data for session 5. Sexes were pooled for the analysis due to unknown-sex bears in most of the data sets and to allow comparison with CAPTURE estimates, which also pooled sexes (Table 2). \( M_f \) mixture models, plus the \( M_l \) and \( M_h \) likelihood models, were used in Program MARK where capture probabilities were different for each of the 7 areas and constant for all areas. In addition, the cell area for each of the projects was entered as a covariate in the analysis. It was hypothesized that projects with smaller cells should exhibit higher capture probabilities but reduced heterogeneity (due to less difference in trap encounters between bears) than projects with larger cells. In addition, the degree of heterogeneity observed, as indexed by the probability of mixture, \( \pi_i \), would be greater in smaller cells due to higher capture probabilities and subsequent increased power to discern heterogeneity variation. An alternative hypothesis was that larger grid areas (and cell areas) would exhibit decreased edge effects (bears on the edge of grids only being vulnerable to capture for a proportion of sampling periods) that would reduce individual heterogeneity at larger cell areas. As with the Pradel analysis, models were evaluated using AICc model selection methods. Population estimates were averaged across both heterogeneous and non-heterogeneous models. Mixture probabilities were averaged across similar distribution (\( M_{hs} \)) mixture model formulations.

RESULTS

Comparison of Study Designs: Pradel Analysis of Closure Violation and Recapture Rates

The Program RELEASE goodness-of-fit test for model \([\phi]\text{[project x time]} p[\text{project x time}]) suggested minimal overdispersion of multinomial likelihoods or

\[
\hat{c} = 1 \left( \chi^2 = 19.304, 38 \text{ df, } P = 0.995 \right)
\]

A bootstrap goodness-of-fit test with the Cormack-Jolly-Seber (CJS) model was also used to assess overdispersion in the data set. A slightly reduced CJS model was used \((\phi[\text{project}] p[\text{project}]) \) due to high standard errors of parameter estimates for the full sex x project model. An estimate of \( \hat{c} = 1.19 \) was generated by the bootstrap test suggesting moderate overdispersion. We decided to use \( \hat{c} = 1 \) for simplicity in model selection and because simulations of the bootstrap approach have shown the estimates to be biased compared to the Program RELEASE goodness-of-fit test (White 2002).

A variety of factors influenced fidelity and recapture rates as indicated by the large number of models that were supported by the data (with \( \Delta \text{AIC} < 2 \) (Table 3). The minimum AICc model (Model 1) suggests that fidelity varied as a function of grid area and sex, recapture rate was constant, while additions were a function of sex. Other supported models suggested that recapture was a function of cell area (Model 2) and immigration rate was a function of grid area (Model 3). As shown by the \( \Delta \text{AICc} \) values, the model with constant fidelity, immigration, and recapture probabilities (Model 18) had little support, with \( \Delta \text{AICc} = 3.37 \), suggesting that variation in these parameters across study areas was occurring.
Table 3. Pradel model results for meta-analysis of British Columbia, Canada, DNA mark-recapture projects, 1996–98. Akaike Information Criteria (AICc), the difference in AICc values between the 4th model and the model with the lowest AICc value (Δc), Akaike weights (wi), and number of parameters (K) are presented.

<table>
<thead>
<tr>
<th>Model</th>
<th>Fidelity</th>
<th>Recapture rate</th>
<th>Immigration</th>
<th>AICc</th>
<th>Δc</th>
<th>wi</th>
<th>K</th>
<th>Deviance</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>sex + grid area</td>
<td></td>
<td>sex</td>
<td>1365.15</td>
<td>0.00</td>
<td>0.127</td>
<td>6</td>
<td>942.11</td>
</tr>
<tr>
<td>2</td>
<td>sex + grid area</td>
<td>cell area</td>
<td>sex</td>
<td>1365.70</td>
<td>0.55</td>
<td>0.079</td>
<td>7</td>
<td>940.60</td>
</tr>
<tr>
<td>3</td>
<td>sex + grid area</td>
<td></td>
<td>sex + grid area</td>
<td>1366.14</td>
<td>0.99</td>
<td>0.078</td>
<td>7</td>
<td>941.04</td>
</tr>
<tr>
<td>4</td>
<td>grid area</td>
<td></td>
<td>sex</td>
<td>1366.23</td>
<td>1.10</td>
<td>0.074</td>
<td>5</td>
<td>945.26</td>
</tr>
<tr>
<td>5</td>
<td>grid area</td>
<td></td>
<td>(.)</td>
<td>1366.30</td>
<td>1.16</td>
<td>0.071</td>
<td>4</td>
<td>947.38</td>
</tr>
<tr>
<td>6</td>
<td>grid area</td>
<td></td>
<td>cell area</td>
<td>1366.67</td>
<td>1.47</td>
<td>0.061</td>
<td>5</td>
<td>945.65</td>
</tr>
<tr>
<td>7</td>
<td>sex + grid area</td>
<td></td>
<td>sex</td>
<td>1366.65</td>
<td>1.53</td>
<td>0.059</td>
<td>7</td>
<td>945.58</td>
</tr>
<tr>
<td>8</td>
<td>sex + grid area</td>
<td>hair snag moved</td>
<td>sex</td>
<td>1366.95</td>
<td>1.80</td>
<td>0.052</td>
<td>7</td>
<td>941.85</td>
</tr>
<tr>
<td>9</td>
<td>grid area</td>
<td></td>
<td>grid area</td>
<td>1367.13</td>
<td>2.00</td>
<td>0.047</td>
<td>5</td>
<td>946.18</td>
</tr>
<tr>
<td>10</td>
<td>sex + grid area</td>
<td></td>
<td>(.)</td>
<td>1367.21</td>
<td>2.06</td>
<td>0.045</td>
<td>7</td>
<td>942.11</td>
</tr>
<tr>
<td>11</td>
<td>sex + grid area</td>
<td>sex + cell area</td>
<td>(.)</td>
<td>1367.38</td>
<td>2.23</td>
<td>0.042</td>
<td>8</td>
<td>940.20</td>
</tr>
<tr>
<td>12</td>
<td>grid area</td>
<td></td>
<td>sex + cell area</td>
<td>1367.57</td>
<td>2.47</td>
<td>0.038</td>
<td>7</td>
<td>942.47</td>
</tr>
<tr>
<td>13</td>
<td>sex + grid area</td>
<td></td>
<td>sex + cell area</td>
<td>1367.64</td>
<td>2.49</td>
<td>0.037</td>
<td>7</td>
<td>942.54</td>
</tr>
<tr>
<td>14</td>
<td>grid area</td>
<td>hair snag moved</td>
<td>(.)</td>
<td>1368.08</td>
<td>2.93</td>
<td>0.029</td>
<td>5</td>
<td>947.11</td>
</tr>
<tr>
<td>15</td>
<td>sex + grid area</td>
<td>cell area</td>
<td>(.)</td>
<td>1368.26</td>
<td>3.21</td>
<td>0.026</td>
<td>7</td>
<td>942.26</td>
</tr>
<tr>
<td>16</td>
<td>grid area</td>
<td></td>
<td>grid area</td>
<td>1368.44</td>
<td>3.29</td>
<td>0.024</td>
<td>6</td>
<td>945.41</td>
</tr>
<tr>
<td>17</td>
<td>sex</td>
<td></td>
<td>sex</td>
<td>1368.47</td>
<td>3.32</td>
<td>0.024</td>
<td>5</td>
<td>947.50</td>
</tr>
<tr>
<td>18</td>
<td>(.)</td>
<td></td>
<td>(.)</td>
<td>1368.52</td>
<td>3.37</td>
<td>0.024</td>
<td>3</td>
<td>951.63</td>
</tr>
<tr>
<td>19</td>
<td>sex + grid area</td>
<td>sex + cell area</td>
<td>(.)</td>
<td>1369.12</td>
<td>3.97</td>
<td>0.017</td>
<td>9</td>
<td>939.85</td>
</tr>
<tr>
<td>20</td>
<td>sex</td>
<td></td>
<td>sex</td>
<td>1369.88</td>
<td>4.73</td>
<td>0.012</td>
<td>5</td>
<td>948.91</td>
</tr>
<tr>
<td>21</td>
<td>(.)</td>
<td>hair snag moved</td>
<td>(.)</td>
<td>1370.51</td>
<td>5.36</td>
<td>0.009</td>
<td>4</td>
<td>951.59</td>
</tr>
<tr>
<td>22</td>
<td>sex</td>
<td></td>
<td>sex</td>
<td>1370.53</td>
<td>5.38</td>
<td>0.009</td>
<td>6</td>
<td>947.53</td>
</tr>
<tr>
<td>23</td>
<td>project</td>
<td></td>
<td>project</td>
<td>1384.45</td>
<td>19.30</td>
<td>0.000</td>
<td>21</td>
<td>929.28</td>
</tr>
<tr>
<td>24</td>
<td>project x time</td>
<td></td>
<td>project x time</td>
<td>1393.29</td>
<td>28.30</td>
<td>0.000</td>
<td>42</td>
<td>889.02</td>
</tr>
</tbody>
</table>

- Covariates were modeled as an interaction (symbolized by x term specific slope and intercept) or as additive (symbolized by + term specific slope but common intercept).
- Parameter did not vary.

The best way to interpret the results of this analysis is through model averaged parameter estimates (Fig. 2–4). A relationship is evident between fidelity and grid area, with smaller grids showing lower levels of fidelity than larger grids (Fig. 2); however, the level of precision in estimates is not high, suggesting a weak trend. Sexes displayed similar trends, however, the fidelity of males remained low at larger grid areas when compared to females. Contrary to our hypothesis, fidelity of females was lower than males when grid area was small.

In contrast to fidelity, recapture rates were highest in smaller grids with smaller cells and decreased as grid area increased (Fig. 3). Probable individual heterogeneity of capture probabilities causes Pradel model recapture rates to be positively biased, and therefore the actual recapture rates are artificially high. Immigration rates were relatively constant for all grid areas. Males displayed lower immigration rates than females, a result contrary to what we expected (Fig. 4). Estimates of immigration will also be sensitive to heterogeneity, which may explain the counterintuitive results. The difference in trend in fidelity, immigration rates, and recapture rates was negligible between sexes, potentially due to large standard errors of sex-specific estimates and the dilution of sex-specific recapture rates by age class.

Detection of Capture Probability Variation.—All projects were below the minimal capture probability level of 0.3 (as estimated by Chao models) to ensure adequate power to detect capture probability variation (Table 3). Heterogeneity variation was detected in the Jumbo (M chosen; model selection routine) (Strom et al. 1999) and Kingcome (M chosen; Boulanger and Himmer 2000) data sets. Time variation was detected with the Prophet model (M chosen; Poole et al. 2001); Upper Columbia River 98 (M chosen), and Granby Kettle (M chosen; Boulanger 2000) projects. Behavior variation was detected in the Jumbo data set, which may have been due to closure violation (Strom et al. 1999). No forms of capture probability variation were detected in the Upper Columbia 1996 and 1997 projects using the CAPTURE model selection routine.

Comparison of CAPTURE and MARK Heterogeneity Estimators

CAPTURE Estimates.—The M, M, or M models (Chao 1988, Chao 1989, Chao and Jeng 1992) were used to estimate population size using CAPTURE. For some data sets (Granby Kettle, Upper Columbia River 1998), time variation, low capture probabilities, and low sample sizes of marked bears compromised the performance of the M, M, or M models, so M, M, or M estimators were used (Boulanger 2001). In the Prophet data set, time and heterogeneity variation were evident, so the M estimator was used (Boulanger and McLellan 2001; Table 2). Poilock et al. (1990) states that the CV should be less than 20% for using estimates for management pur-
Fig. 2. Model averaged estimates of grid fidelity for male (solid line) and female (broken line) grizzly bears as a function of grid area from Pradel analysis for DNA capture-recapture studies in British Columbia, Canada, 1996–98.

Fig. 3. Model averaged estimates of recapture rate for male (solid line) and female (broken line) grizzly bears from Pradel analysis as a function of cell area and sex for DNA capture-recapture studies in British Columbia, Canada, 1996–98. These estimates will be larger than closed model capture probability estimates (Table 2) due to heterogeneity variation, and because the Pradel model accounts for grid fidelity and additions which reduce closed model recapture rates.

Fig. 4. Model averaged estimates of immigration rate for male (solid line) and female (broken line) grizzly bears from the Pradel analysis as a function of cell area and sex for DNA capture-recapture studies in British Columbia, Canada, 1996–98. Error bars are unconditional model averaged standard errors.

MARK Mixture Models.—The minimum AICc model for the closed capture analysis of the 7 study areas was a mixture of 2 distributions used for all 7 areas with a quadratic relationship between cell area and probability of mixture (Table 4, Model 1). In addition, models with a linear (Model 2) and quadratic relationship between mean capture probabilities for the 2 mixture distributions and grid cell area were also supported. The equivalent non-heterogeneous model with only 1 distribution (Model 14; M0 of CAPTURE with quadratic cell covariates) was 15.2 AICc units lower, and the more complex 3-mixture distribution (Model 10) was 10.06 AICc units lower. Models incorporating time effects (Model 11) were 11.03 AICc units lower, suggesting that individual heterogeneity was a more important source of variation in capture probabilities than time-specific variation.

Observation of mean mixture capture probabilities ($\theta$) and coefficients of variation of mixture capture probabilities (CV($\theta$)) suggests a decrease in capture probability and a slight decrease in detected heterogeneity with increasing cell area (Tables 1, 5). One exception is the Kingcome project, which exhibited a higher CV($\theta$) than other projects. Also, ($\theta$) and CV($\theta$) could be linearly related, which would suggest that heterogeneity variation is more detectable at higher capture probabilities rather than differences in heterogeneity with cell area. Coefficient of variations of mixture model population estimates met the criteria of 20% for use of estimates in manage-
Fig. 5. The relationship between capture probability, estimated superpopulation size, and coefficient of variation for DNA capture-recapture studies of grizzly bears in British Columbia, Canada, 1996-98. Numbers beside data points are CAPTURE superpopulation estimates (Table 5). The horizontal reference line denotes the acceptable coefficient of variation level (20%).

Table 4. Program MARK closed model selection results for meta-analysis of DNA mark-recapture projects in British Columbia, Canada, 1996-98. Akaike Information Criteria (AICc), the difference in AICc values between the Rh model and the model with the lowest AICc value (Δ), Akaike weights (w), number of parameters (K), and deviance are presented.

<table>
<thead>
<tr>
<th>Model</th>
<th>Model</th>
<th>AICc</th>
<th>Δ</th>
<th>w</th>
<th>K</th>
<th>Deviance</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>M(2)</td>
<td>-225.57</td>
<td>0.000</td>
<td>0.237</td>
<td>12</td>
<td>232.33</td>
</tr>
<tr>
<td>2</td>
<td>M(2)</td>
<td>-225.06</td>
<td>0.504</td>
<td>0.184</td>
<td>13</td>
<td>230.80</td>
</tr>
<tr>
<td>3</td>
<td>M(2)</td>
<td>-224.84</td>
<td>0.726</td>
<td>0.165</td>
<td>14</td>
<td>228.99</td>
</tr>
<tr>
<td>4</td>
<td>M(2)</td>
<td>-224.74</td>
<td>0.829</td>
<td>0.157</td>
<td>14</td>
<td>229.09</td>
</tr>
<tr>
<td>5</td>
<td>M(2)</td>
<td>-224.42</td>
<td>1.150</td>
<td>0.134</td>
<td>13</td>
<td>231.44</td>
</tr>
<tr>
<td>6</td>
<td>M(2)</td>
<td>-223.54</td>
<td>2.023</td>
<td>0.086</td>
<td>13</td>
<td>232.32</td>
</tr>
<tr>
<td>7</td>
<td>M(2)</td>
<td>-220.15</td>
<td>5.413</td>
<td>0.016</td>
<td>11</td>
<td>239.77</td>
</tr>
<tr>
<td>8</td>
<td>M(2)</td>
<td>-219.55</td>
<td>6.021</td>
<td>0.012</td>
<td>10</td>
<td>242.40</td>
</tr>
<tr>
<td>9</td>
<td>M(2)</td>
<td>-217.99</td>
<td>7.574</td>
<td>0.005</td>
<td>16</td>
<td>231.76</td>
</tr>
<tr>
<td>10</td>
<td>M(3)</td>
<td>-215.50</td>
<td>10.064</td>
<td>0.002</td>
<td>12</td>
<td>234.39</td>
</tr>
<tr>
<td>11</td>
<td>M(3)</td>
<td>-214.55</td>
<td>11.013</td>
<td>0.001</td>
<td>40</td>
<td>185.58</td>
</tr>
<tr>
<td>12</td>
<td>M(3)</td>
<td>-213.88</td>
<td>11.716</td>
<td>0.001</td>
<td>14</td>
<td>239.98</td>
</tr>
<tr>
<td>13</td>
<td>M(3)</td>
<td>-211.14</td>
<td>14.425</td>
<td>0.000</td>
<td>9</td>
<td>252.83</td>
</tr>
<tr>
<td>14</td>
<td>M(3)</td>
<td>-210.41</td>
<td>15.153</td>
<td>0.000</td>
<td>8</td>
<td>255.58</td>
</tr>
<tr>
<td>15</td>
<td>M(3)</td>
<td>-209.96</td>
<td>15.603</td>
<td>0.000</td>
<td>10</td>
<td>251.98</td>
</tr>
<tr>
<td>16</td>
<td>M(3)</td>
<td>-208.96</td>
<td>15.603</td>
<td>0.000</td>
<td>28</td>
<td>215.16</td>
</tr>
<tr>
<td>17</td>
<td>M(3)</td>
<td>-209.96</td>
<td>15.603</td>
<td>0.000</td>
<td>22</td>
<td>227.52</td>
</tr>
<tr>
<td>18</td>
<td>M(3)</td>
<td>-211.30</td>
<td>44.270</td>
<td>0.000</td>
<td>84</td>
<td>121.09</td>
</tr>
<tr>
<td>19</td>
<td>M(3)</td>
<td>-168.55</td>
<td>57.021</td>
<td>0.000</td>
<td>9</td>
<td>295.42</td>
</tr>
</tbody>
</table>

* Cell area (gc) covariates were incorporated as an additive term (different intercept, same slope) or multiplicative (different intercepts and slopes).
* Parameter was constant.
* Project-specific parameterization of model.

mixture models. Further simulation modeling is needed to verify mixture model population estimates.

**DISCUSSION**

**Comparison of Designs**

**Closure Violation.**—This meta-analysis illustrates the challenges of estimating grizzly bear population size using DNA and other methods. Suitable estimates require intensive sampling using smaller cell areas than have been commonly used to achieve higher recapture rates for optimal performance of program CAPTURE. However, smaller grids with smaller cells are more prone to closure violation (Fig. 2) and may have substantially reduced numbers of bears at risk of capture.

The relationship between grid area and bear fidelity was not always clear, as many competing models were supported by the data (Table 3). This inconsistent trend was likely due to some studies having relatively little closure violation due to topography. For example, the boundaries of the Jumbo, Kingcome, and Upper Columbia River (1997) grids were likely partially closed by ice fields, highways, and large lakes, which would have reduced movement within the 1-2 month duration of these projects. The fidelity of bears to these areas was therefore higher than other projects with similar designs but more open topography (Upper Columbia 1998), leading to a large degree of variance in fidelity estimates for smaller grid areas (Fig. 2).
The Pradel model analysis is similar to the closure test of Stanley and Burnham (1999) in that it estimates rates of addition (immigration) and dilution (fidelity) are used to assess closure violation. However, this analysis utilizes changes in actual parameter estimates as a function of study design parameters, whereas the test of Stanley and Burnham (1999) provides a hypothesis testing framework for testing closure violation which is less flexible in application. However, the approach of Stanley and Burnham (1999) can statistically detect permanent versus temporary movement across grid boundaries. Boulanger and McLellan (2001) demonstrated that the Pradel model can be used to emulate the tests of Stanley and Burnham (1999) by fixing model parameters in Program MARK.

The net result of closure violation is that the population numbers, as estimated from closed models, correspond to the superpopulation of bears in the grid and surrounding area if movement across grid boundaries is temporary and random (Kendall 1999). If movement across boundaries is not temporary and random, a variety of biases can occur that depend on the type of movement (Kendall 1999). All forms of movement (immigration only, emigration only, Markovian temporary emigration, random temporary emigration, one entry one exit) discussed by Kendall (1999) might occur during a DNA project. However, in most cases, temporary movement was more likely given the short time scale of the project and the timing; in the spring, home ranges of bears are relatively stable. In addition, the pattern of results from the test of Stanley and Burnham (1999) applied to the projects in this study suggested temporary rather than permanent movement (Boulanger, unpublished data). Therefore, application of one method of estimation geared toward a specific pattern of movement as suggested by Kendall (1999) is problematic, and the assumption of random temporary emigration (and the use of closed models) is the most parsimonious for this work.

When closure is violated the open Jolly-Seber model will not give an unbiased superpopulation estimate unless all movement corresponds to permanent "I entry 1 exit" movement during a study and no temporary movement occurs (Kendall 1999). A situation in which only permanent movement occurs is unlikely with short period studies such as the projects in this study. Permanent movement is more likely with longer term sampling studies such as those on polar bears (Ursus maritimus) in which a yearly sampling was employed (Amstrup et al. 2001). In addition, the Jolly-Seber model is not robust to heterogeneity of capture probabilities (Gilbert 1973), although recent development of the model to allow covariates (McDonald 2001) might improve its performance.

New methods may allow more robust estimates of the superpopulation. Boulanger and McLellan (2001) used the mean distance of capture from the grid edge of individual bears as a covariate with the Huggins (1991) closed model in program MARK to obtain a robust superpopulation estimate for the Prophet River study (Poole et al. 2001). This analysis revealed that bear capture probabilities were lowest near grid edges, presumably because bears located there spent less time on the sampling grid. This form of heterogeneity variation was not detected by the CAPTURE model selection routine, presumably due to low power. The superpopulation estimation method of Boulanger and McLellan (2001) directly considers the influence of movement across grid boundaries on capture probability, and therefore is potentially less dependent on assumptions regarding the type of movement across grid boundaries.

The amount that superpopulation estimates vary from the actual average number of bears on the grid is difficult to determine from the DNA data alone. Various methods to approximate the degree of closure violation have been proposed. Boulanger and McLellan (2001) used Pradel models to assess the relationship between bear capture probability and the average distance from grid edge that it was captured. Using this relationship they defined a core population of bears to approximate the degree of closure violation. This approach attempts to reduce bias under the assumption that edge bears will most likely exhibit the highest temporary and permanent movement during the study. This technique relies on even densities of bears in the sam-

---

**Table 5. Comparison of MARK Mh mixture model and CAPTURE estimates for DNA mark-recapture projects, British Columbia, Canada, 1996-98. All coefficients of variation (CV) are expressed as a percentage.**

<table>
<thead>
<tr>
<th>Project</th>
<th>MARK Mh mixture model averaged estimates</th>
<th>CAPTURE estimates</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>N̂</td>
<td>SE</td>
</tr>
<tr>
<td>Jumbo</td>
<td>68</td>
<td>22.41</td>
</tr>
<tr>
<td>U.C.R., 1997</td>
<td>72</td>
<td>23.03</td>
</tr>
<tr>
<td>U.C.R., 1998</td>
<td>72</td>
<td>17.47</td>
</tr>
<tr>
<td>Kingcome</td>
<td>101</td>
<td>16.99</td>
</tr>
<tr>
<td>U.C.R., 1996</td>
<td>111</td>
<td>19.56</td>
</tr>
<tr>
<td>Granby</td>
<td>38</td>
<td>7.57</td>
</tr>
<tr>
<td>Prophet</td>
<td>124</td>
<td>15.4</td>
</tr>
</tbody>
</table>

* Chao (1989) estimators were used for all models.
* Upper Columbia River Bear Research Project.
pling grid so that the core population can be extrapolated to the entire grid area, and high enough sample sizes to allow fitting of Pradel (1996) models. Using this method, Boulanger and McLellan (2001) estimated a 25% difference (using CAPTURE model \( M_h \) for estimates) between superpopulation and average \( N \) estimates for the 8,527 km\(^2\) Prophet River study, suggesting that closure violation cannot be mitigated by increasing grid size alone. Poole et al. (2001) assessed differences in male and female population estimates from the Prophet River study, estimating a 6.8% difference between average \( N \) and superpopulation estimates under the assumption of reduced closure violation by females and an equal sex ratio of bears. Poole et al. (2001) suggest that their method may underestimate closure violation, a conclusion supported by Boulanger and McLellan (2001).

A similar method to scale superpopulation estimates is the nested subgrid routine found in program CAPTURE; however, simulation studies suggest that sample sizes required for this routine are much larger than found with most bear studies (Wilson and Anderson 1985a). Wilson and Anderson (1985b) use the mean distance between successive captures of individuals to estimate the effective sampling area. This technique assumes that the population is completely open with no barriers to movement on the grid edges. This assumption probably does not apply to the British Columbia studies in which a portion of each sampling grid was topographically closed.

The most reliable method to correct for closure violation is to monitor a radiocollared segment of the population to index movements across grid boundaries (Miller et al. 1997, Powell et al. 2000, White and Shenk 2001). Capturing and collaring bears adds cost and is intrusive, but better estimates the average number of bears on the sampling area. Radiocollared bears were present in the Upper Columbia River study areas, with results suggesting closure violation with all grid designs that allowed scaling of superpopulation estimates to grid based average \( N \) estimates and density (Boulanger 2001).

**Sample Size, Grid Area, Cell Area, and Detection of Capture Probability Variation.**—This study highlights the challenge of obtaining adequate sample sizes to ensure power to detect capture probability variation and choose appropriate models. Many studies have shown that bears exhibit heterogeneous capture probabilities as a function of sex (Mace et al. 1994) or where the bear was captured relative to the grid edge (Boulanger and McLellan 2001) and have suggested differences due to age (Woods et al. 1999). Results of the \( M_h \) mixture analysis suggest that heterogeneity was evident in all projects as indicated by model selection results and point estimates of coefficient of variation. However, heterogeneity was only detected in the Jumbo and Kingcome studies (by the program CAPTURE model selection routine), which also exhibited higher recapture rates than other studies. Heterogeneity was probably evident in other studies, but the power of statistical tests was insufficient to detect it. Newer tests for heterogeneity (MacKenzie and Manly 2001) may improve test power, but we conclude that CAPTURE tests will fail to detect heterogeneity with most bear data sets.

The assessment of heterogeneity as a function of study design is challenging because there are a variety of plausible relationships between cell area, grid area, and heterogeneity variation. First, larger cell areas should create greater heterogeneity by reducing coverage and subsequently reducing trap encounter rates by females with smaller home ranges. Simulation studies suggest this effect will be reduced by moving hair snags for each session in larger cell designs (Boulanger, unpublished data). Unfortunately, the possible increase in heterogeneity with increased cell area is difficult to detect because power to detect heterogeneity decreases with the reduced capture probabilities that accompany larger cell areas. Second, heterogeneity may decrease with increasing grid area due to lesser edge effects or edge bears only encountering a small subset of traps compared to resident bears (Kendall 1999, Boulanger and McLellan 2001). Grid area and cell area are directly correlated and confounded (Fig. 1) in this study, so it is impossible to separate these effects. Therefore, a full description of potential heterogeneity as a function of grid and cell area is not possible using these results.

Other potential sources of heterogeneity besides those caused by study design include sex and age-based variation and past physical capture history of bears (Boulanger 2001). Results of the Pradel analysis suggest that there is minimal difference between capture probabilities of sexes after accounting for fidelity and immigration to grid areas. This result is contrary to previous studies (Mace et al. 1994). However, the expected variation in capture probabilities of bears probably occurs as an interaction of age and sex. For example, adult females may show higher capture probabilities than male cubs or yearlings. Because age is not identifiable from DNA, comparing sexes alone does not provide a clear understanding of heterogeneity in capture probability variation. For this reason, estimators that model unidentifiable heterogeneity (i.e., age-based heterogeneity), such as the mixture \( M_h \) models or \( M_h \) (Chao) models, should be considered with bear data.

The problem of low power to detect capture probability variation does not negate the use of mark–recapture models for estimation of population size. It does, however, necessitate a cautious approach to model selection that incorporates the biology of bears and the results of other studies. This approach should involve simulation studies of likely forms of capture probability variation to
evaluate the performance of various models with each unique data set. Model performance is difficult to assess when data are sparse, and therefore simulation evaluation is an essential part of any analysis. Programs CAPTURE and MARK have built-in simulation modules that allow assessment of model performance with various forms of capture probability variation.

The Importance of Study Design

The Pradel analysis demonstrates that closure violation is possible regardless of grid area, and the degree of closure bias varies as a function of grid area, local topography, and other factors. Smaller grids risk a greater degree of closure violation, and therefore designs with smaller grids should only be considered if the area is topographically closed or if radiocollars are used to index bear movements. Studies must also be designed to provide high enough recapture rates to allow adequate modeling of individual heterogeneity variation. For mark–recapture estimation, the recapture rate in the population is as important or more important than the actual number of bears sampled. The optimal design of a study will depend on the expected number of bears in the study area and the degree in which the grid can be closed topographically. For example, the Jumbo and Upper Columbia 1997 (25-km² grid cell size) and Kingcome (49-km² cell size) achieved recapture rates of ≥0.2 and adequate precision presumably because the grid areas were reasonably closed by topography (Table 2, Fig. 5). In contrast, Upper Columbia River 1998, also with a 25-km² grid cell size, exhibited low recapture rates and lower precision because topographic closure was not met and capture probabilities were reduced (Boulanger 2001). Due to the nature of the area, the Prophet River grid area could not be closed topographically. In that area, Poole et al. (2001) used large cell sizes (81 km²), which reduced recapture rates; however, this reduction was compensated by the large population in the grid being sampled, and, using 5 sampling sessions, adequate levels of precision were achieved. In conclusion, both the larger cell size Prophet grid and smaller Jumbo, Upper Columbia River, and Kingcome grids differed, but, due to the different nature of the areas, all studies were successful in terms of obtaining precise estimates. Programs CAPTURE and MARK provide further simulation modules which are excellent tools for designing studies. We suggest that when planning studies, biologists use the estimated capture probability and study design parameters from this study to customize simulations to particular study designs.

Comparison of New $M_h$ Mixture with CAPTURE Models

Comparison of the precision of MARK mixture models and CAPTURE estimates suggests that the mixture models are more precise than CAPTURE in most cases. This increase in precision is likely due to the meta-analysis method of data analysis and subsequent pooling from many projects, as well as the increased efficiency of the mixture model over the Chao heterogeneity model (Chao 1989). The mixture models were developed recently and need more testing to verify their efficiency and robustness. In particular, simulation studies need to address the minimum capture probability levels required for mixture models to discern multiple capture probability distributions. In addition, in some studies (Jumbo, Granby Kettle, Prophet, and Upper Columbia River 1998) time variation was present, and therefore the non-time based $M_h$ mixture models might be biased. The consideration of time variation in terms of the meta-analysis is problematic due to arbitrarily pooling time-specific parameters between projects. A random-effects time-variation model as proposed by Pledger (2000) that is not implemented in MARK is one potential method to incorporate time variation into a meta-analysis. Finally, an assumption of the meta-analysis is that variation in mixture probabilities and individual group probabilities are explained adequately by cell area covariates. In particular, simulation studies need to address whether decreases in mixture probabilities with larger cells are due to decreased heterogeneity or are an artifact of reduced capture probabilities with larger cell areas and subsequent reduced power for the mixture model to discern multiple capture probability distributions. If power to discern multiple capture probability distributions is low at larger cell sizes, then both coefficient of variation of capture probability and associated population estimates will be biased low for the larger cell area projects. Assumptions regarding the relationship between cell area and mixture probability are somewhat relaxed by averaging results over various models, each of which have distinct assumptions regarding the relationship between cell and mixture model parameters. These results do suggest the general meta-analysis strategy is a potentially powerful tool to confront issues with sparse data (see below).

Genetic Issues

The data used for these analyses are the result of scrutiny by many individuals in repeated efforts since original field sampling. The genetic analysis of large numbers of samples over the past 5 years has greatly increased lab efficiency and decreased error rate; however, there still may be errors in identification. In addition, declaring individuals using the $P_w$ equation of Woods et al. (1999) is conservative but may still be biased in certain circumstances (Mills et al. 2000, Waits and Leberg 2000, Waits et al. 2001). Genetic identification errors remain a distinct issue if due care is not given in terms of number and...
variability of loci sampled of the target population. In this study, we had the luxury of a known population of bears to reference our procedures against (D. Paetkau, Wildlife Genetics International, Nelson, BC, Canada) and therefore could minimize genetic errors.

Future methods may directly incorporate genetic uncertainty into parameter estimates (Schwarz and Stobo 1999). In particular, methods need to be developed that incorporate the probability of each type of error (i.e., classifying 2 or more animals as 1, and classifying 1 animal as 2 or more) into the capture–recapture model to ensure that unbiased population estimates with appropriate measures of precision are produced. The problem of unidentified gender will probably be overcome when more exact DNA primers for bears are developed. Current sex tests use primers developed for other species (Ennis and Gallagher 1994) and do not provide the highest resolution possible with bears.

New Methods to Confront Sparse Data

Program MARK introduces a new method to select models and incorporate uncertainty in model selection into final parameter estimates. The AIC approach to select a model acknowledges that more than one model might explain the data, especially if data are sparse. With model averaging, estimates of each model are considered and given weight based on how well the model is supported by the data. As exemplified in the Pradel analysis in this paper, robust inference into biological trends can be obtained by interpreting model-averaged parameter estimates and associated errors. This approach is more robust than past model selection routines, such as in program CAPTURE that select one model for a data set, or hypothesis testing approaches to model selection (Burnham and Anderson 1998, Johnson 1999).

An additional advantage of using program MARK to estimate population parameters is that sparse data can be pooled across times, areas, or other categories to achieve more robust estimates of parameters such as capture probabilities. This can then result in more precise estimates of the parameters of interest (e.g., population size) with little cost in bias. For example, consider the estimation of population size with model $M_2$ for the 7 study areas using program CAPTURE. If each area combination were analyzed separately, 7 capture probability parameters must be estimated. In contrast, analyses can be conducted in MARK to examine whether 7 area-specific capture probabilities are needed, or whether differences in capture probabilities can be explained by cell area, or whether capture probabilities from all projects can be pooled. Further, MARK provides model selection criteria to select among the models used. Although Stanley and Burnham (1998) suggested that AIC did not perform well for the closed capture models, performance was enhanced when AIC criteria were used to average model estimates.

The meta-analysis approach to estimation using program MARK can potentially reduce problems with sparse data. If studies are conducted using similar methods so that the degree of capture probability variation is similar between projects, it is possible to pool data to estimate capture probability. In this study, many of the projects used different designs that compromised the overall efficiency of the meta-analysis based estimates. A priori standardization of methods is clearly an optimal step if a meta-analysis approach is to be effective.

Alternatives to Estimation of Population Size

Recently, a variety of flexible models have become available to estimate population trend and apparent survival. These quantities are less affected by closure violation and capture probability variation that challenges the estimation of population size (Table 6). These models do not attempt to estimate population size, but instead track the fates of marked animals within the population. The basic model is the Cormack-Jolly-Seber model (Seber 1992), which estimates capture probability and apparent survival (Lebreton et al. 1992). The Pradel model (Pradel

<table>
<thead>
<tr>
<th>Model name</th>
<th>Parameters</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cormack-Jolly-Seber</td>
<td>$\phi$ — apparent survival (deaths and emigration) $p$ — recapture rate of marked bears</td>
<td>Cormack 1964</td>
</tr>
<tr>
<td></td>
<td>$\phi$ — apparent survival (deaths and emigration) $p$ — recapture rate of marked bears</td>
<td>Seber 1986</td>
</tr>
<tr>
<td>Pradel (1996)</td>
<td>$\phi$ — apparent survival (deaths and emigration) $f$ — recruitment (births and immigration) $\lambda$ — population rate of change $p$ — recapture rate</td>
<td>Lebreton et al. 1992</td>
</tr>
<tr>
<td>Barker joint models</td>
<td>$S$ — true survival (probability animal is alive) $r$ — probability animal dies and is found (identified) $k$ — probability animal is resighted alive $F$ — probability that animal is still in sampling area</td>
<td>Barker 1997, 1999</td>
</tr>
<tr>
<td>Multi-strata models</td>
<td>$S$ — apparent survival (probability animal is alive and remains in one of the strata) $\Psi$ — probability of movement between areas (or strata) $p$ — recapture rate of marked animals</td>
<td>Hestbeek et al. 1991</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Powell et al. 2000</td>
</tr>
</tbody>
</table>
Cormack-Jolly-Seber model that estimates recruitment and population rate of change ($\lambda$) over time (Pradel 1996, Franklin 2002). The Barker joint live and dead encounter model combines traditional capture data (i.e., DNA identification) with sighting data (via radio telemetry, hunter harvest, or other methods) and can estimate true survival if model assumptions are met (Barker 1997, 1999; Barker and White 2002). Multi-strata models (Hestbeck et al. 1991, Brownie et al. 1993) allow survival estimates and estimates of movements between 2 or more areas (each of the areas must be sampled).

The combined use of DNA methods with other methods, such as radio telemetry, holds promise to mitigate issues with both techniques. Historically, radio telemetry studies that attempted to estimate density were compromised by financial, logistic, and intrusiveness constraints of radiocollaring and tracking large numbers of bears. Therefore, some study areas were small to minimize the constraints of tracking many animals over larger areas. This resulted in a negative relationship between study area size and estimated density of many carnivores (Smallwood and Schenwald 1996). DNA sampling in conjunction with radio telemetry or other data sources allows larger areas to be sampled and a reduction of scale issues. For example the joint mark–recapture methods of Barker (1997, 1999) and Barker and White (2002) allows information from harvest, sightings, radio telemetry, and DNA sampling to be combined for estimates of survival. The multi-strata method of Powell et al. (2000) uses mark–recapture sampling and radio telemetry to estimate movements of animals in and out of study areas, and estimates true survival. Their analysis can be done efficiently in program MARK. Radio tracking is combined with live trapping of small mammals to estimate the proportion of the trapped population inhabiting the trapping grid (White and Shenk 2001). The combination of both types of data results in more robust and reliable estimates than either method alone.

The main constraint with models that estimate survival or population rate of change is that they need at least 3 years of data to estimate most parameters, although the robust design model (Kendall et al. 1995, 1997; Kendall 1999) can estimate survival with just 2 years of captures. However, the demography of bears demands a long-term approach to estimate most population parameters and therefore a longer period is needed to obtain results regardless of methods used. Program MARK provides a simulation module that allows assessment of model performance given likely sample sizes and parameter values. Use of simulations to evaluate likely monitoring plans is an essential first step in planning any monitoring program. Finally, successful use of program MARK requires training in the theoretical background of the estimators used. Online manuals are available for program MARK (Cooch and White 2001) and provide a good start toward understanding these mark–recapture models.

**Designing Long Term Monitoring Studies**

Long-term monitoring studies should be designed to detect some level of change with a specified power. The degree of change to be detected will depend on the amount of temporal and spatial process variance in population size (i.e., extra variance in population size about a fixed trend effect). Power of the proposed design is affected by the sampling variance of the estimates of population size, the temporal and spatial process variance of the population, and the number of population estimates (Thompson et al. 1998). Previous research and software (Gibbs 1999, 2000; Gerrodette 1987) to evaluate the power of a monitoring program to detect a trend has not considered process variance of the population directly. Computer simulations that directly model process variance are the only valid approach currently available to determine power of a proposed design.

**CONCLUSION**

Our results highlight the potential advantages and disadvantages of application of DNA mark–recapture methods to bear populations. A few general conclusions can be made from this effort. First, the extreme importance of proper study design cannot be overemphasized. It could be argued that the ultimate success of a project is based upon how well it was designed, and the mark–recapture modeling procedures can only complement what has been done in the field and in the genetics lab. Second, genetics issues such as incorporation of genetic classification error rates into mark–recapture estimates are yet to be formulated and therefore an uncertain bias exists in estimates, especially if samples are of poor quality. Rigorous lab procedure is critical. Third, of the issues with population estimation using DNA mark–recapture, the most difficult to estimate is the effect of closure violation on population estimates if radiocollared animals are not used in sampling efforts. Fourth, an area of great promise is the combination of radiocollaring, DNA methods, and other forms of information to monitor and study bear populations using the newer mark–recapture models available in program MARK.
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